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1. Introduction.

One of the main differences between basic research in psychology and economics involves the tradeoff between the descriptive accuracy and the potential generality of the popular models.  Classical papers in psychology tend to focus on accuracy; they start with the presentation of new empirical data, and conclude with the presentation of a new model that provides an accurate summary of these results.  For example, consider Sternberg's (1966) classical study of search in short-term memory.  The paper starts with the presentation of a surprising finding that rejects a reasonable "efficient search" model, and concludes with the presentation of a simple model that captures these results.
Classical papers in economics pay more attention to the potential generality of the proposed model.  For example, consider Akerlof (1970) classical demonstration of the impossibility of markets for lemons.  The paper starts with the observation that rational economic theory implies that markets in which the sellers have more information than the buyers cannot exist.  This assertion is not exactly accurate, but it provided a good approximation of a number of empirical observations.

The generality of traditional economic models of decision-making facilitates a broad application.  However, in certain settings the predictions of these models just don’t match with actual observed behavior.  In turn, the main shortcoming of the focus on accuracy in psychological models is captured by the “1-800” critique (Erev first heard this critique from Al Roth in 1992).  According to this critique of mainstream psychological research, psychologists should add a toll-free (1-800) support phone number to their papers, and be ready to answer phone calls concerning the predictions of their theories in new settings.  The basic argument behind this critique is that the behavioral psychological research identified many regularities, and described them with as many different models.  The boundaries of these models are not always clear, and sometimes they can be used to support contradicting predictions.  Thus, it is not clear how these models can be applied.

Behavioral economists try to maintain a third way by building on the attractive features of basic research in both psychology and economics, seeking accuracy while maintaining a clear connection to the general model of rational economic theory.  Specifically, the most influential research focuses on two classes of deviations from rational choice.  One class involves violations of expected utility theory (Von Neumann & Morgenstern, 1947).  The clearest counter-example of this type is the Allais paradox (Allais, 1953 and see Figure 1a).  Prospect theory (Kahneman & Tversky, 1979), the best-known explanation of this and similar paradoxes, implies that the deviation reflects overweighting of rare events.  A second class involves violations of the assumption of self-interest, i.e. that people try to maximize only their own outcomes.  The clearest counter-examples of this type are observed in the study of a single play of the prisoner dilemma game (see Flood & Dresher, 1952; and Figure 1b), and the ultimatum game (see Güth et al., 1982; and Figure 1c).  These and similar observations are naturally captured with the assumption of "other regarding preferences" (see Fehr & Schmidt, 1999; Bolton & Ockenfels, 2000; Rabin & Charness, 2002).  For example, it is possible that in certain settings some decision makers try to decrease the difference between their own outcome and the outcomes of other agents (inequality aversion).

<Insert Figure 1>

The focus on counter-examples to rational economic theory can, in theory, solve the 1-800 problem.  The prediction of behavior in a particular setting, under this approach, involves two steps:  The derivation of the prediction of the general economic model of rational choice, and the refinement of this prediction based on a behavioral model of the expected deviation from rationality.  

This solution rests, however, on three nontrivial working assumptions: The assumptions that (A1) it is possible to derive a point prediction based rational decision theory, and that the predicted deviations from the rational model are (A2) general and (A3) clear.   

Pasendorfer (2006) questions the descriptive value of the third (clear predicted deviations) working assumption.  In his review of the book “Advances in Behavioral Economics” (Camerer, Loewenstein & Rabin, 2004), he states:

"Behavioral economics emphasizes the context-dependence of decision making.  A corollary of this observation is that it is difficult to extrapolate from experimental settings to field data or, more generally, economic settings.  Moreover, not all variables that are shown to matter in some experiment are useful or relevant in economic applications.  The question whether a particular variable is useful or even observable for economics rarely comes up in behavioral models, yet the success or failure of modeling innovations often depends on its answer."  (Pesendorfer, 2006: 720)
In other words, Pesendorfer suggests that the derivation of the expected deviation from rational choice is not clear.  The leading behavioral models use concepts that cannot be observed and/or reliably estimated outside the laboratory.  

The main goal of the current analysis is to further clarify the shortcomings of the focus on counter-examples, and to review recent research that tries to address these shortcomings.  The chapter starts with the description of two counter-to-counter examples – environments in which natural generalizations of the best-known counter-examples to rational economic theory lead to incorrect predictions.  The observed behavior deviates from maximization in the opposite direction of the predictions of the popular explanations of the relevant counter-examples.  The first "counter-to-counter-example" highlights a tendency to underweight rare events.  Thus, it implies a reversal of the pattern captured by prospect theory.  The second counter-to-counter-example reflects a deviation from fair and efficient equilibrium.  The two counter-to-counter-examples share the same structure: They address famous deviations from rationality that can be reliably observed when experimental subjects respond to a complete description of the incentive structure.  The observed behavioral patterns, however, are not general: Reversed patterns emerge when the subjects have to decide based on personal experience.  
The chapter is concluded with a review of recent research that tries to address the 1-800 critique by extending the study of counter-examples with a focus on quantitative predictions. 
2. Counter-to-counter-examples.
We believe that the most important shortcoming of the focus on counter-examples to rational economic theory is related to the effect of this research goal on the selection of experimental paradigms.  In order to discover clear violations of rational economic theory, researchers have to study situations in which this theory leads to clear predictions (that can be rejected).  It turns out that the set of situations with this quality is not very large.  Many social interactions have multiple equilibria, and when the economic agents rely on personal experience, almost any behavior can be justified as rational under certain assumptions.
  This observation led behavioral economists to focus on simple "decisions from description:" Experiments that focus on decisions based on a complete description of the incentive structure.  This convention masks the fact that the rationality benchmark is limited, and can lead to incorrect generalizations.  In terms of the working assumptions, listed above, this convention masks the fact that assumptions A1 and A2 are not likely to hold.  Two demonstrations of this problem are presented below.  

2.1 Experience in Individual Decision-Making: The Weighting of Rare Events.
Kahneman and Tversky (1979) proposed prospect theory to summarize the behavioral regularities documented in the study of individual decisions from description.  In all the experiments they considered, the decision makers received a complete description of the incentive structure.  Nevertheless, many of the influential applications of prospect theory address situations in which the decision makers are likely to rely on personal experience in the absence of a complete description of the payoff distributions.  For example, Benartzy and Thaler (1995) use prospect theory to explain investment decisions, and Camerer et al. (1997) use prospect theory to explain the decisions of taxi drivers.   

Recent studies suggests that these and similar applications can lead to incorrect conclusions.  Experience does not appear to trigger the behavior captured by prospect theory.  There is no evidence for loss aversion in decision from experience (see Erev, Ert & Yechiam, 2008).  Moreover, when decision makers rely on personal experience in binary choice tasks under uncertainty, they tend to deviate from maximization in the direction of underweighting of rare events.  This pattern, documented in the study of the behavior of humans (see Barron & Erev, 2003; Hertwig et al., 2004; Fujikawa & Oda, 2007) and other animals (see Shafir et al., 2008), is illustrated by the study of the problem presented in the left-hand side of Table 1.
<Insert Table 1>
Erev et al. (2010) studied this problem under three conditions.  Condition Clicking used the "clicking paradigm" described in Figure 2.  The experiment includes 100 trials.  In each trial the participants were asked to select between two unmarked keys on the computer screen.  The left key (option S) yielded a sure gain of 2.7 Shekels (1 Shekel equaled about 0.2 Euro), and the right key (Option R) provided 3.3 Shekels in 91% of the trials, and a loss of 3.5 Shekels in 9% of the trials. 
<Insert Figure 2>
The payoff from the selected key determined the decision maker’s payoff for the trial.  The decision makers received no prior information concerning the relevant payoff distributions; their information was limited to the presentation of the obtained and forgone payoffs after each trial.  These payoffs were presented on the keys for one second after each choice. 
Note that the “safe” alternative S is associated with higher expected payoffs and lower variance.  The proportion of S choices (S-rate) over the 100 trials in condition Clicking was only 42%; the decision makers tended to prefer the riskier, lower expected value, alternative.  This deviation from maximization can be captured with the assertion that the decision makers underweight the rare event (the 9% chance to obtain -3.5). 
In condition Cards the participants were to select once between two decks of cards.  They were told that their payoff will be determined based on a random draw of a single card from the selected deck; the payoff will be the number written on the card.  They were allowed to sample the two decks as many times as they wished.  One deck corresponded to option S (the number on all the cards was 2.7), and the second deck corresponded to option R (91% of the cards were "3.3" and the rest were "-3.5").  The S rate was 35%.
Finally, condition Description used Kahneman and Tversky’s paradigm.  The payoff distributions were described to the decision makers.  The S-rate under this condition was 75%.  
The study of additional problems reveals that the difference between the three conditions does not reflect the higher maximization rate in the Description condition.  For example, the study of variants of Problem 1 (presented in Figure 1) reveal higher maximization rate in the Clicking and Cards paradigms.  The results are best summarized with the assertion of underweighting of rare events in the two experience conditions (Clicking and Cards), and overweighting of the rare events in the Description condition.
2.2 Experience in Social Conflicts: Efficiency, Fairness, and Search.
Basic research of social interactions highlights robust violations of the assumption that people try to maximize their own outcomes.  The clearest counter-examples of this type were observed in the study of a single play of the Prisoner Dilemma game and the Ultimatum Game described in Figure 1.  These interesting observations imply a deviation from rational choice in the direction of efficient and fair outcomes. 
The classical demonstrations of these counter-examples involve decisions from descriptions:  The participants receive a precise description of the incentive structure.  Can we generalize the results to situations with limited prior information concerning the incentive research?  This question has received limited attention; yet, the obtained results are interesting.  For example, Mitzkewitz and Nagel (1993; and see a clarification in Rapoport and Sundali, 1996) found that a slight constraint on the information available in the Ultimatum game can reduce the importance of other-regarding preferences.  Recall that the game includes two stages.  In the first stage one player – the proposer – proposes a division of a pie between herself and a second player.  In the second stage the second player – the responder – can accept or reject the proposal.  In the original game the size of the pie is known to both players.  Mitzkewitz and Nagel (1993) compared this condition to a variant in which only the proposer knows the size; the receiver’s information is limited to the distribution of the possible values.  For example, the proposer knows that the size is 10, and the receiver knows that it is between 1 and 10.  The results reveal that the lack of complete information moved behavior towards the rational (subgame-perfect equilibrium) prediction: It reduced the proposal, and increased the acceptance rate of a given proposal.

Under one explanation of this effect, the availability of full information leads many decision makers to focus on fair and efficient outcomes (as suggested by Fehr & Schmidt, 1999; Bolton & Ockenfels, 2000; Rabin & Charness, 2002; see also the review by Cooper and Kagel, forthcoming).  When the information is incomplete, behavior is driven by exploration.  And when the information does not allow evaluation of fairness and efficiency, these factors are not likely to affect behavior.  In order to clarify the implication of this hypothesis it is constructive to consider the 5x5 a-symmetric Stag Hunt game presented in Table 2a.  Notice that the game has two equilibrium points: The E/E equilibrium is efficient (payoff dominant) and fair: both players win 12 (joint payoff of 24) under this equilibrium.  The A/A equilibrium is inefficient (joint payoff of 15), and unfair (one player wins 10, and the second wins 5), but it is the risk dominant equilibrium.  Assuming the game is played repeatedly with fixed matching, the current logic implies a large effect of the availability of prior information:  With a complete description of the game most pairs are expected to converge to the fair and efficient equilibrium (E/E).  However, when the prior information is limited, many pairs are likely to converge to the unfair and inefficient risk dominant equilibrium (A/A).
<Insert Table 2a>
We tested this hypothesis experimentally.  Twenty-four pairs of subjects played the game in Table 2a for 50 trials (using fixed pair matching).  For each pair, the location of the A/A and E/E equilibria was determined randomly before round 1. Each pair played the game under one of two conditions, “Description” or “Experience.”  The participants received a complete prior description of the game in condition Description, and no description in condition Experience.  In both conditions, the feedback after each trial was limited to own obtained outcomes.  

The results, summarized in Figure 3, reveal a clear effect of the prior information.  The proportion of fair and efficient outcome (E/E) in the last 10 trials was 84% in condition Description and only 25% in condition Experience.  The proportion of the risk dominant equilibrium outcome (A/A) was 16% in condition Description and 59% in condition Experience.
<Insert Figure 3>
Consider now the coordination game presented in Table 2b.  This game is identical to the Stag Hunt game in Table 2a with one exception: Player 2’s payoff in the upper-right cell was changed from "0" to a gamble that pays "1000 with probability 0.01; and 0 otherwise."  This change eliminates the risk dominant equilibrium, and creates a coordination game with a unique, fair, and efficient equilibrium.  It is easy to see, however, that this change is not likely to change behavior.  With complete information participants are still likely to prefer the fair and efficient outcome, and in decisions from experience the participants are still expected to converge to the A/A cell that implies the unfair and inefficient outcome.  This cell does not establish an equilibrium anymore, but it is hard to think about a learning process that would not move behavior toward that point.
<Insert Table 2b>
In summary, the current analysis suggests that social interactions that evolve from experience can lead to very different patterns of behavior than the ones documented in mainstream research, which focuses on decisions based on a complete description of the game.  Experimental studies of decisions from description highlight deviations from rational choice equilibrium in the direction of fair and efficient outcomes.  Decisions that are based on experience can exhibit the opposite pattern.  Whereas the “decisions from experience” results do not imply deviation from rationality, they can be important.  It is possible that they capture a frequent and important situation.  Indeed, it is possible that many social conflicts (including marital and national conflict) are the product of tedious exploration problems, rather than deep incentives and/or emotions.  We do not know how many natural conflicts reflect exploration failure, but it seems safe to assert that the focus on rational choice and counter-examples to rational decision theory is not likely to shed light on this important issue.
3. Quantitative Predictions and Field Studies.
The results summarized above suggest that it is important to extend behavioral economic research beyond the focus on counter-examples.   It is important to quantify the relevant models and clarify of their boundaries; and it is important to advance the experimental analysis beyond the study of decisions from description.  These extensions should lead to the development of quantitative models of choice behavior that capture the famous counter-examples to rational decision theory, and allow useful predictions even when the rational prescriptions are ambiguous.  

The idea that quantitative models can be useful is, of course, not new and/or controversial.  Nevertheless, it seems that behavioral economists tend to avoid quantitative analyses.  The most influential studies can be described as first steps toward quantitative analyses.  That is, they present models that can be quantified, and leave the task of testing the model’s predictive value to future research.  Erev et al. (2010) assert that one contributor to this observation is a problematic incentive structure for behavioral researchers:  The evaluation of quantitative predictions tends to be more expensive and less interesting than the study of counter-examples.  Research that leaves the evaluation of the quantitative predictions to future studies can start with a presentation of a few interesting phenomena, and conclude with the presentation of a potentially general and insightful model that captures them.  To study quantitative predictions, on the other hand, researchers have to consider a wide set of randomly selected problems; and random samples of problems are less immediately appealing than specially selected cases meant to illustrate a qualitative point.  The researcher then has to estimate models, and to run another large and boring (random sample) study in order to compare the different models.  Moreover, the cost of the effort increases by the likely rejection of the target model (i.e., if the sample is large enough all models are expected to be rejected). 

Note that this incentive structure can be problematic in two ways.  First, it might reflect a public good problem:  The research field would benefit from careful study of quantitative predictions, but each researcher is motivated to study more rewarding problems.  Under a second interpretation behavioral economists exhibit underweighting of rare events in decisions from experience (like the participants in the clicking paradigm described above).  That is, while the development of quantitative models will most likely lead to boring outcomes, there is small probability that it will lead to the discovery of very important and robust regularities, which, however, is underweighted.  At any event, a modification of the incentive structure in producing new behavioral evidence is desirable. 
One procedure that has the potential to overcome this incentive structure is presented in Erev et al. (2010, and see a similar idea in Arifovic, McKelvey, & Pevnitskaya, 2006).  The first three co-authors of that paper tried to increase the attractiveness of the study of quantitative predictions by the organization of three open choice prediction competitions that can address the high cost and boredom problems.  They run the necessary boring studies, and challenged other researchers to predict the results.  All three competitions focused on the prediction of binary choices between a safe prospect that provides a medium payoff (referred to as M) with certainty, and a risky prospect that yields a high payoff (H) with probability Ph, and a low payoff (L) otherwise.  Thus, the basic choice problem is:
S: M with certainty

R: H with probability Ph; L otherwise (with probability 1-Ph)
The four parameters (M, H, Ph and L) were randomly selected with a well defined algorithm that implies: (1) The possible payoffs were between -30 and +30 Sheqels (1 Sheqel equaled about $0.3); (2) L < H; (3) M was between L and H in 95% of the problems; and (4) the difference between the expected values of the two prospects was relatively small. 

Each competition focused on a distinct experimental condition, with the objective being to predict the behavior of the experimental participants in that condition.  The three conditions include: Description, Cards and Clicking.  In condition “Description,” the experimental participants were asked to make a single choice based on a description of the prospects (as in the decisions under risk paradigm considered by Allais, 1953, and Kahneman & Tversky, 1979).  In condition “Cards” (Experience-sampling) participants made one-shot decisions from experience (as in Hertwig et al., 2004): They were asked to select once between two decks of cards that were represented by two unmarked keys.  The composition of card decks was determined by the two prospects, though the participants were not informed about the distributions.  Instead, they had to base their decisions on their personal experience.  Specifically, the participants were allowed to sample (with replacement) each of the decks as many times as they wished before moving to the choice stage.  The choice stage determined the trial's payoff.  During this stage they were asked to choose once between the two decks.  In condition “Clicking” (Experience-repeated) participants made (100) repeated decisions from experience (as in Barron & Erev, 2003).  The two prospects were represented by two unmarked keys.  Each choice followed by a presentation of the obtained payoff.

Each of the three competitions was based on the data from two experimental sessions: an estimation session, and a competition session.  The two sessions for each condition used the same method and examined similar, but not identical, decision problems and decision makers as described below.  The estimation sessions were run in March 2008.  After the completion of these experimental sessions the organizers posted the data and several baseline models on the web, and challenged researchers to participate in three competitions that focus on the prediction of the data of the second (competition) set of sessions.
  

Researchers participating in the competitions were allowed to study the results of the estimation study.  Their goal was to develop a model that would predict the results (the mean choice proportion over all choices in each problem) of the competition study.  The model had to be implemented in a computer program that reads the payoff distributions of the relevant gambles as an input and predicts the proportion of risky choices as an output.  The submitted models were ranked based on the Mean Squared Deviation (MSD) between the predicted and the observed choice proportions.  The main advantage of this measure is its relationship to traditional statistics (like regression, t-test and the d-statistic) and its intuitive interpretation.  These attractive features are clarified with the computation of the ENO (Equivalent Number of Observations) order-maintaining transformation of the MSD scores (see Erev et al., 2007).  The ENO of a model is an estimation of the size of the experiment that has to be run to obtain predictions that are more accurate than the model’s prediction.  For example, if a model's prediction of the probability of risky choices in a particular problem has an ENO of 10, this prediction is expected to be as accurate as the prediction based on the observed proportion of risky choices in an experimental study of that problem with 10 participants.  

Each problem was faced by 20 participants (Technion students) in a computerized setting.  The participants received 25 Sheqels show-up fee, and the payoff from their selected prospect in one randomly selected trial. 

Twenty three models were submitted to participate in the different competitions; eight to the Description condition, seven to the E-sampling condition, and eight to the E-repeated condition.  The submitted models involved a large span of methods ranging from logistic regression, ACT-R based cognitive modeling, neural networks, production rules, and basic mathematical models.  

Evaluation of the results reveals three interesting observations.  First, the raw data highlight high correspondence (correlation above 0.8) between the two Experience conditions, and a negative correlation between these conditions and the Description condition.  Analysis of this difference reveals that it is driven by the effect of rare events.  The proportion of risky choices increased with Ph in the two Experience conditions, and decreased with Ph in the Description condition.  This pattern emphasizes the robustness of the assertion that decision makers behave as if they underweight rare events in the Experience conditions and overweight rare events in the Description condition (see Barron & Erev, 2003). 

Examination of the submitted models and their predictive value complements the first observation.  Very different models were submitted for, and won, the three competitions.  The best models in the “decisions from description” condition were stochastic variants of prospect theory.  They shared the assumption of overweighting of rare events.  The best models in the two “decisions from experience” conditions shared the assumption that decision makers rely on small samples of experiences.  This assumption implies a tendency to underweight rare events.  

A third interesting observation comes from a comparison of the predictive value of the different models as measured by the models’ ENO.  This analysis shows that models that were proposed to capture counter-examples have a low ENO value.  For example, the ENO of the original version of prospect theory is around 2.  However, a minimal modification of this model, the addition of a stochastic response rule, dramatically increases its predictive value.  The ENO of the best stochastic variant of prospect theory is 81.  This and similar results in the experience conditions (the best models in conditions E-Sampling and E-Repeated had an ENO of 35 and 47 respectively), suggest that behavioral models can do much better than fitting the data: they may provide very useful predictions.
4. Summary.
The 1-800 critique is one of the most important challenges to the hope of using laboratory research to predict social behavior in natural settings.   It captures the fact that different experiments reveal different behavioral regularities, and that it is typically difficult to know which of the different regularities is more important in a particular application.  
Mainstream research in behavioral economics tries to address this critique with a focus on counter-examples to rational decision theory.  The results summarized above question the value of this solution.  The leading behavioral models cannot be easily applied without a support call center.  Moreover, in certain settings reasonable attempts to apply these models lead to incorrect predictions.  The observed behavior deviates from maximization in the opposite direction of the predictions of the most popular explanations of the classical counter-examples.  
Part of the problem appears to reflect a shortcoming of the focus of rational economic theory.   This theory is potentially general, but the set of situations for which it provides clear predictions is limited.  Thus, there are many situations in which the reliance on this theory as a benchmark cannot support clear predictions of behavior.  

We believe that these problems can be addressed with a focus on quantitative predictions.  The development of clear models that provide useful quantitative predictions of choice behavior in well-defined spaces of situations can solve the 1-800 problem.  The value of this approach is expected to increase with its popularity.  The accumulation of research will improve the models and increase the spaces of studied situations.  The choice prediction competition procedure, used by Erev et al. (2010) and described above, presents one way to facilitate and incentivize this research.
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Table 1: Choice task and choice rates in Erev et. al. (2010)

	The choice problem
	
	Expected value
	
	The choice rate of Option S 

	
	
	
	
	Clicking
	Cards
	Description

	S
	2.7 with certainty
	
	2.700
	
	42%
	35%
	75%

	R
	3.3 with probability 0.91;

-3.5 otherwise
	
	2.688
	
	
	
	


Note: The left-hand side presents the basic choice task in Erev et al. (2008). Note that Option S yields a higher expected value at a lower variance of payoffs. Results for the three conditions are presented on the right side.
Table 2a:
A 5x5 asymmetric Stag Hunt game.

	
	
	Player 2

	
	
	A
	B
	C
	D
	E

	Player 1
	A
	10, 5
	9, 0
	9, 0
	9, 0
	9, 0

	
	B
	0, 4
	0, 0
	0, 0
	0, 0
	0, 0

	
	C
	0, 4
	0, 0
	0, 0
	0, 0
	0, 0

	
	D
	0, 4
	0, 0
	0, 0
	0, 0
	0, 0

	
	E
	0, 4
	0, 0
	0, 0
	0, 0
	12, 12


Table 2b:
A 5x5 coordination game with a unique fair and efficient equilibrium.
	
	
	Player 2

	
	
	A
	B
	C
	D
	E

	Player 1
	A
	10, 5
	9, 0
	9, 0
	9, 0
	9, G

	
	B
	0, 4
	0, 0
	0, 0
	0, 0
	0, 0

	
	C
	0, 4
	0, 0
	0, 0
	0, 0
	0, 0

	
	D
	0, 4
	0, 0
	0, 0
	0, 0
	0, 0

	
	E
	0, 4
	0, 0
	0, 0
	0, 0
	12, 12


Note: The outcome G (for Player 2 in the cell (A,E)) is a realization of a gamble that pays 1000 with probability 0.01; and 0 otherwise.

Figure 1a: The two problems used by Kahneman and Tversky (1979)
to replicate Allais' common ratio paradox.
	Problem 1
	Problem 2

	Choose between:

S1: 

3000 with certainty

R1:
4000 with probability 0.8

0 otherwise (p=.2)


	Choose between:
S2:

3000 with probability 0.25

0 otherwise (p=.75)

R2:

4000 with probability 0.2

0 otherwise (p=.8)




Note: Rationality (expected utility theory) implies that S1 will be selected in Problem 1 if and only if S2 is selected in Problem 2.  The results reveal that most people prefer S1 and R2.
Figure 1b: An example of a Prisoner Dilemma game.

	
	
	Player 2

	
	
	C
	D

	Player 1
	C
	1, 1
	-1, 2

	
	D
	2, -1
	0, 0


Note: Player 1 selects a row, and Player 2 selects a column. The selected cell determines the payoffs. Player 1's payoff is the left entry, and Player 2’s payoff is the right entry. Rationality (preferring the dominant strategy) implies D choices in one shot play of this game. Experimental studies (see Rapoport & Chammah, 1965) show nearly 50% C choices.
Figure 1c: A simplified Ultimatum game

	Player 1's choice
	Player 2's choice
	Player 1's payoff
	Player 2's payoff

	
	Up
	8
	2

	Up
	
	
	

	
	
	0
	0

	
	Down
	
	

	
	
	
	

	
	Up
	5
	5

	
	
	
	

	Down
	
	0
	0

	
	Down
	
	


Note: The game shown is based on Bolton and Zwick’s (1995) simplification of Güth et al. (1982). Player 1 decides first. Player 2 is informed of Player 1's choice. Rationality (backwards induction) implies that both players will select Up.  The most common experimental result is the fair outcome (1 selects Down, and 2 selects Up), with many rejections in case the unequal split is proposed.
Figure 2: The instructions and screens in a study that uses the basic clicking paradigm
	Instructions
	Pre choice
	Post choice

	The current experiment includes many trials. Your task, in each trial, is to click on one of the two keys presented on the screen. Each click will result in a payoff that will be presented on the selected key. At the end of the study, one of the trials will be randomly selected, and your payoff in that trial will be added to your show-up fee. Your goal is to maximize your total payoff. 
	Please select one of the two keys
	You selected Left. 

2.7

Your payoff is 2.7


Note: In the example the decision maker chose Left and won 2.7

Figure 3: Choices of the two players over 50 periods
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Note: Black dots denote a choice of strategy E, where E/E represents the efficient, fair, and payoff-dominant equilibrium. Grey dots stand for strategy A, with A/A being the unfair, risk-dominant equilibrium. Empty circles denote other choices.
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� Moreover, the publication of this influential paper facilitated "lemon laws" (like the Magnuson-Moss Warranty Act) that have reduced the likelihood of markets for lemons.


� This observation implies a difference between generality and clear predictions. Rational economic theory is general; unlike behavioral models, rational models do not assume context dependence.  Nevertheless, this does not imply that it can be applied in a context-independent fashion.  In most cases the prediction of behavior, even under the rationality assumption, requires context-dependent information (or assumptions).  





� The main prize for the winners was an invitation to co-author the paper that describes the competitions.





